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A horde of AI bots might be 
attacking your campus’s 
computer network right now. 

The same generative artificial-intelligence technol-
ogy behind friendly personal assistants advertised 
by Google, Microsoft, OpenAI, and other major 
tech companies also powers new tools that make 
malicious hacking more user-friendly than ever. 

“Bad actors are basically playing general to an 
army of bots,” says Isaac J. Galvan, community 
program director for cybersecurity and privacy at 
Educause, a nonprofit that supports technology at 
colleges. “They can get access to dozens or hun-
dreds” of autonomous AI agents, he adds, which 
can try to send malware, or harmful software, to 
infect computers on a network with viruses or 
give hackers access to sensitive data. 

The stakes are high, as students, faculty, and staff 
members are more reliant than ever on campus 
networks to go about their daily learning and 
work. Last March, for instance, a sophisticated 
cyberattack at the University of Winnipeg led of-
ficials to shut down the campus network to make 
repairs, forcing professors to cancel classes and 
postpone final exams. 

Cybersecurity has long been a top concern of 
campus IT officials. But new AI tools are making 

ISTOCK
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https://edtechmagazine.com/higher/article/2023/03/how-detect-and-respond-bot-attacks-higher-education
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the task of securing networks more complicated, 
many experts say. 

“The floodgates are open, and people are having 
to quickly adjust to the new generative-AI on-
slaught,” Galvan says.

Most campuses haven’t done enough to respond 
to new AI threats, though, according to a survey 
of college IT leaders released this year by Edu-
cause. It found that only 9 percent reported their 
institution’s policies for cybersecurity and privacy  
adequately addressed AI-related concerns.

Meanwhile, cyber intruders see colleges as 
tempting targets. Most campuses support thou-
sands of users of a wide range of ages and comfort 
levels with technology. There’s also a diversity of 
valuable data for bad actors to thirst for, including 
personal information that could be used for iden-
tity theft and also specialized research data. 

“We do research that is classified,” notes Luiz A. 
DaSilva, a professor of cybersecurity at Virginia 
Tech. And yet the ethos of the scientific method  

prizes sharing data rather than sealing it up. 
“Universities tend to be very open,” he adds. “We 
want to collaborate with others and other organi-
zations.” That makes campus cybersecurity more 
challenging than at, say, a corporation.

It turns out that the biggest vulnerability on 
campus when it comes to AI are users themselves. 
For one thing, students or professors might get 
tricked into giving away their passwords, as AI 
makes so-called phishing schemes more believ-
able. And when users on campus try free versions 
of ChatGPT or, say, the popular Chinese chatbot 
DeepSeek, the companies often grab the data for 
use in training their language models — or who 
knows what else.

“You’re tempted to put the Excel workbook right 
into ChatGPT, but depending on what’s in that 
information, you might have just created a security 
incident unintentionally,” says Galvan, of Educause.

There is some good news amid the AI challeng-
es, though. While generative AI gives bad guys 
better tools than ever, it also brings powerful new 
ways to protect networks from intruders. 

Campus tech leaders increasingly employ power-
ful AI tools to scan campus networks for unusual 
activity and automatically spring into action 
when something seems amiss. It’s the same ap-
proach used by banks to lock a credit card if, say, 
an unusual charge is made in a city far from the 
cardholder’s home.

At Arizona State University, for instance, such 
AI-powered tools can now detect if a given 
professor’s account is suddenly accessing files at 
midnight — a time when that user rarely logs on 
— and shut down access. 

INTRODUCTION

While generative AI gives bad 
guys better tools than ever, 
it also brings powerful new 
ways to protect networks from 
intruders.

https://www.educause.edu/content/2025/2025-educause-ai-landscape-study/introduction-and-key-findings
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“Expecting human beings to comb through all 
that data and find those needles in a haystack is 
unrealistic,” says Lester Godsey, chief information 
security officer at ASU. “But AI is particularly 
good at finding those needles.”

And many campuses are using AI to improve the 
training opportunities they give students and fac-
ulty to avoid getting cyber-scammed, and they’re 
tapping students to help protect networks in new 
ways. Colleges are also increasingly teaming up to 
share best practices, joining collaborative efforts 
like the Commonwealth Cyber Initiative, which 
is led by Virginia Tech.

It’s cliché to say that cybersecurity is a game of 
cat and mouse — of constant sneak and pursuit, 
where the cybersecurity professionals may briefly 
gain an edge, only to be thwarted by clever new 
thrusts for the cheese. 

Could something fundamentally new happen 
when AI cats and mice join the landscape?

“Defensive tools and strategies from previous 
time periods were not built to protect against 
current AI-driven cyberattacks,” wrote Amit 
Ojha, vice president for digital technology for the 
fashion brand Spanx, in a recent op-ed in The Na-
tional CIO Review. “To survive, cybersecurity must 
evolve. To win, it must innovate.”

This report will consider the pros and cons of AI 
in securing campus computer networks, and look 
at innovative new approaches that could, possibly, 
alter the balance of power for cybersecurity in 
higher education.

INTRODUCTION

“�To survive, cybersecurity 
must evolve. To win, it must 
innovate.”

https://news.vt.edu/articles/2025/04/cci-ai-cybersecurity.html
https://nationalcioreview.com/articles-insights/the-age-of-autonomous-security-how-ai-is-changing-the-game/


7Protecting Your Campus in the AI Era

Deepfakes, AI-
Powered Malware, 
and Other New 
Threats

SECTION 1
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N ot long ago, cybersecurity profes-
sionals rolled their eyes at users 
who fell for phishing attacks. 
The solicitations in emails or text 
messages were usually clunky and 

clearly suspicious, yet gullible students and even 
faculty members regularly took the bait, clicking 
on links that infected their computers rather 
than delivering a promised cat picture, or that 
tricked them into giving away their passwords.

In the age of generative AI, however, fewer ex-
perts are laughing, since new schemes look and 
sound eerily realistic. 

Consider new types of phishing schemes that use 
AI to impersonate the voice of someone known 
to a user via a phone call or voicemail, a strategy 

known as “deepfake vishing” (that last word is a 
mash-up of “voice” and “phishing”). 

Professors are ripe targets for these attacks be-
cause many of them have posted plenty of clips 
of their voices on college websites or on YouTube 
that cyberattackers can sample to train an AI 
model. Free or low-cost AI tools can now accu-
rately mimic a person’s voice after being given 
just a short clip of a person talking.

“Imagine that a professor has a bunch of courses 
online — that’s a lot of data that could be used to 
fake a voice message from the department chair 
that says, ‘Hey could you send me this informa-
tion?’” says Giovanni Vigna, a computer science 
professor at the University of California at Santa 
Barbara. He notes that he taught a cybersecurity 

ISTOCK



9Protecting Your Campus in the AI Era

course online that’s still freely accessible, and that 
if someone heard a voicemail that parroted his dis-
tinctive Italian accent, they could be easily fooled.

The professor knows such vishing attacks are 
possible because he recently crafted a fake voice 
message himself. “I participated in a hacking 
competition where we had to reproduce the 
voice of the professor who wrote the challenge 
in order to break into the system and win the 
flag,” he says. And it turned out to be pretty 
straightforward using free open-source tools. 
“We just took a recording of this professor, and 
we synthesized something.”

Some AI-powered scams now even fake video 
calls, with attackers posing as a user’s friend in a 
Facetime call, with a realistic-looking comput-
er-generated likeness saying they’re having an 
emergency and need money wired, stat. 

AI is also making phishing scams sent via email 
and text message more realistic — and more 
personalized. Cyber attackers who sample a user’s 
public social-media posts or illegally gain access 
to personal text messages or email histories can 
train AI models that mimic a user’s writing style 
and make it possible to drop in personal referenc-
es in their attacks. 

Cyberattacks that use “social engineering” — the 
way a con man might play a mark through psy-
chological trickery — have been around for years, 
but until recently these scams had to be crafted 
by humans rather than bots. Vigna worked for 
a company a few years ago, for example, where 
the office manager got an urgent email that ap-
peared to come from her boss asking her to buy 
40 Amazon gift cards for an event and send the 
codes. (She started to purchase the cards, but then 
reached out to ask her boss a question about the 
request, only to learn he had no idea what she was 
talking about.) 

The rise of AI tools, though, not only makes the 
scams more convincing, but easier for bad actors 
to automate and target more users. 

“Scale” is the word that many cybersecurity ex-
perts use to describe how AI changes the threats 
that campus networks face. Automation is AI’s su-
perpower, after all, meaning tasks that once took 
a gang of criminals can be done by one criminal 
guiding bots. 

And experts say that automation is leading to 
what is being called “malware as a service,” where 
even someone without any computing knowl-
edge can hire a provider from the dark web to do 
things like launch phishing attacks or attempt to 
steal user identities for a fee.

“There are illegal companies that will provide 
you with statistics on how well your malware is 
doing,” says Darren Hayes, an associate professor 
and director of the cybersecurity program at Pace 
University.

And thanks to AI, these malware systems can 
automatically adjust their approaches as they go, 
refining their attacks based on past experiences 
without human intervention. 

What’s worse, some illegal providers now offer 
“ransomware as a service,” says Hayes, meaning 
that they use AI to launch an attack against a 

“�Imagine that a professor 
has a bunch of courses 
online — that’s a lot of data 
that could be used to fake 
a voice message from the 
department chair that says, 
‘Hey could you send me this 
information?’”

https://www.impactmybiz.com/blog/how-ai-generated-malware-is-changing-cybersecurity/
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college or other organization and seek hefty fees 
to restore access. 

Perhaps because AI has made it so much easier 
to stage ransomware attacks, they are on the rise 
nationwide at all kinds of organizations, includ-
ing at colleges. Forty-four percent of data breach-
es between November 1, 2023, and October 31, 
2024, involved ransomware, up from 23 percent 
the year before, according to a major report on 
data breaches by Verizon released in April. The 
study did note that fewer victims of these attacks 
paid the ransom, with only 36 percent forking 
over the money compared to 50 percent the year 
before. Meanwhile, a recent cybersecurity report 
from Trustwave Holdings found that in 2023 
there were 352 ransomware incidents at educa-
tional institutions.

To illustrate just how damaging these attacks can 
be, in 2022 a small private college in Illinois be-
came the first higher-ed institution in the nation 
to close its doors for good because of a ransom-
ware attack. The 157-year-old historically Black 
college, Lincoln College, said in a statement that 
a 2021 breach “thwarted admissions activities and 
hindered access to all institutional data, creating 

an unclear picture of Fall 2022 enrollment pro-
jections.” Even after paying a ransom to restore 
access to its data (officials did not disclose the 
exact amount but said it was less than $100,000), 
the college was not able to recover. 

The spread of cyberattacks due to AI has come at 
a tough financial time for many colleges. It seems 
like every day colleges face new challenges from 
Trump administration policies that threaten 
federal research funding, limit international stu-
dents, or challenge institutions’ tax-exempt status. 
In any tight budget period, says Hayes, of Pace 
University, “IT is sometimes one of the places to 
get cut.”

Marshall University, in West Virginia, is one of 
many institutions facing budget restraints that 
have kept it from buying the latest tools when 
it comes to protecting their campus networks. 
Because of a deficit, the university is operating 
under what it calls a “Save to Serve” ethos to try 
to get the institution profitable by 2027.

“We call it getting scrappy,” says Jodie Penrod, 
Marshall’s chief information officer. “We do the 
best that we can with what we have.”

In cybersecurity, that means using AI to help IT 
staff be more efficient. For instance, officials are 
testing a way to use AI to sort through network 
logs, looking for patterns to help prevent attacks. 
There are off-the-shelf tools to do that, but they 
are out of the university’s budget, so they have 
to build their own. “It’s not going to have all the 
bells and whistles, but it’s going to help you get 
something done,” says Penrod.

New AI-powered network attacks make such 
innovation essential, Penrod adds. “By our latest 
metric we’re getting about 100,000 hits every 10 
hours on our network. With AI we’re just going 
to see [attacks] increase exponentially.”

Thanks to AI, these malware 
systems can automatically 
adjust their approaches as they 
go, refining their attacks based 
on past experiences without 
human intervention.

https://www.verizon.com/business/resources/reports/dbir/?cmp=knc:ggl:ac:ent:ea:na:8888855284_ds_cid_71700000082349844_ds_agid_58700008639394472&utm_term=verizon%20cyber%20attack&utm_medium=cpc&utm_source=google&utm_campaign=GGL_BND_Security_Phrase&utm_content=Enterprise&gad_source=1&gad_campaignid=12663792227&gbraid=0AAAAABymyRG8z74WIe4K8zbMb0tBiRf6t&gclid=CjwKCAjw_pDBBhBMEiwAmY02NjN8BKU3vMmubPzHcF1BapppOsslVsUH5ju8THRLXgh9Hd2oB99hmBoCwq0QAvD_BwE&gclsrc=aw.ds
https://www.verizon.com/business/resources/reports/dbir/?cmp=knc:ggl:ac:ent:ea:na:8888855284_ds_cid_71700000082349844_ds_agid_58700008639394472&utm_term=verizon%20cyber%20attack&utm_medium=cpc&utm_source=google&utm_campaign=GGL_BND_Security_Phrase&utm_content=Enterprise&gad_source=1&gad_campaignid=12663792227&gbraid=0AAAAABymyRG8z74WIe4K8zbMb0tBiRf6t&gclid=CjwKCAjw_pDBBhBMEiwAmY02NjN8BKU3vMmubPzHcF1BapppOsslVsUH5ju8THRLXgh9Hd2oB99hmBoCwq0QAvD_BwE&gclsrc=aw.ds
https://www.trustwave.com/en-us/resources/library/documents/2024-education-threat-briefing-and-mitigation-strategies/
https://www.nytimes.com/2022/05/09/us/lincoln-college-illinois-closure.html
https://www.nytimes.com/2022/05/09/us/lincoln-college-illinois-closure.html
https://lincolncollege.edu/home
https://www.chronicle.com/article/tracking-trumps-higher-ed-agenda
https://www.dominionpost.com/2023/08/30/wvumarshall-announce-initiative-to-keep-college-grads-in-state-marshalls-brad-smith-talks-academic-transformation/


11Protecting Your Campus in the AI Era

SECTION 2

Harnessing AI to 
Improve Security 
and Better 
Educate Users
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A s AI makes phishing attacks more 
sophisticated and prevalent, many 
cybersecurity experts say educating 
users in how to detect them is more 
important than ever. Thankfully, AI 

is helping to improve those education efforts. 

In some ways, the bar for cybersecurity training 
was pretty low. The norm at colleges and many 
other organizations has been to require users to 
watch a training video on phishing scams and 
call it a day. You may have seen one of these ed-
ucational videos — or just fast-forwarded to the 
end of the video to check a box. “A lot of training 
videos that are mandatory out there are pretty 
poor,” notes Hayes, of Pace University’s cyberse-
curity program. 

Colleges are increasingly adding simulated 
exercises that force users to confront phishing 

scenarios in a more engaged way that has proven 
much more effective, Hayes says.

One example is at Cornell University, where 
an AI-powered system sends all campus users a 
tailored phishing email from a forged address at 
least once each quarter. Think of it as the cyber-
security equivalent of a fire drill. Users who click 
on the fake phishing scams are coached to be more 
discerning in the future. And the goal is to get 
students and professors in the habit of reporting 
phishing emails to campus officials by pressing the 
“PhishAlarm” button in the campus Gmail system 
when they see anything that looks suspicious. 

“Successful reporting of that message via the 
PhishAlarm report button results in a pop-up 
congratulations note,” explains the online in-
structions for the simulation program. “There is 
no punitive action for clicking links in a phishing 

ISTOCK
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simulation, but each response provides informa-
tion to the IT Security Office about which attacks 
are most likely to be successful.”

And new insights from behavioral science could 
further strengthen these kinds of simulations, 
argues Cleotilde Gonzalez, a research professor in 
the department of social and decision sciences at 
Carnegie Mellon University.

“What we want is to maximize the learning of 
the end users and challenge them to do difficult 
cases,” says Gonzalez. In an experiment, she and 
some colleagues presented phishing email scams 
to users that were more and more challenging, 
and used AI and cognitive-behavioral modeling 
to help predict what a user was most likely to 
fall for. The goal is to maximize the chances that 
when users get a scam, they can detect it even if 
it comes in a novel form or approach — which is 
key as AI makes new kinds of scams possible. “We 
need better training paradigms,” she adds.

Hayes, of Pace, argues that education about 
phishing needs to start even before students get 
to college. Some high schools, he says, are using 
free online course materials from Khan Academy 
or other sources to educate students about phish-
ing threats and the importance of changing their 
passwords frequently. 

Many colleges, though, don’t even mandate 
old-fashioned training videos, much less AI- 
powered phishing simulations. A new survey 
of campus chief technology officers conducted 
by Inside Higher Ed found that only 26 percent of 
respondents said that they require cybersecurity 
training for students.

These days more colleges are fighting AI with AI 
when it comes to defending their networks. As 
malicious hackers enlist armies of bots to attack 
campus systems, cybersecurity officials are bring-
ing their own AI bots to the battle.

College cybersecurity leaders say that tools 
colleges already use to protect networks are 

adding AI features to do things like more so-
phisticated virus scans of any file coming in via 
campus email. Rather than simply look for files 
that match known malware, for instance, it is 
becoming common for scanning tools to consider 
a range of factors. “Attacks these days are con-
stantly changing,” says Godsey, of ASU. “We can 
leverage AI in the back end to look at an attach-
ment more holistically.”

And off-the-shelf tools like CrowdStrike and Mi-
crosoft Defender increasingly use AI in detecting 
threats to networks based on patterns, and even 
feature optional AI agents that can take preven-
tative actions without having to check with a 
human staff member, within preset parameters.

In fact, one of the biggest wins from AI might be 
building networks that can “heal” themselves be-
fore any attacker can exploit a security hole, says 
Vigna, of UC Santa Barbara. He is getting ready 
to participate this summer in the AIxCC Cyber 
Challenge, sponsored by Darpa, an independent 
research and development agency within the 
Department of Defense. Teams will be provided 
software they’ve never seen before and tasked 
with using AI to find and patch flaws in the code 
without human help. The winning team will 
bring home a $4 million prize.

In fact, one of the biggest 
wins from AI might be 
building networks that can 
“heal” themselves before 
any attacker can exploit a 
security hole.

https://www.insidehighered.com/news/quick-takes/2025/05/01/survey-college-tech-officers-rise-ai
https://www.insidehighered.com/news/quick-takes/2025/05/01/survey-college-tech-officers-rise-ai
https://aicyberchallenge.com/
https://aicyberchallenge.com/
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“Scale and speed are really the name of the game 
at this point,” says Vigna. “Humans have been in 
the loop, and they are slow” at software patching. 

But isn’t there a danger that AI bots trying to heal 
a network could accidentally cause new glitches? 
Vigna believes the bots are up to the task, and he 
points out that they always report back to humans 
about what they’ve done so someone can check 
their work.  

Many college leaders are also increasingly tapping 
into a powerful resource unique to educational 
environments — students.

Several colleges across the country are setting up 
student-run security operation centers, or SOCs, 
on campuses to help protect their computing 
environments.

One of the latest examples is at Miami Univer-
sity, where this summer officials are converting 
a former conference room into a dedicated space 
where student employees will take shifts moni-
toring the campus network for security threats 
and responding when they see trouble. The room 
is adjacent to where more-experienced campus 
IT officials work, so they can step in when larger 
issues emerge.

Student workers will gain real-world experience 
in a growing profession in which there is a short-
age of qualified talent, says David Seidl, Miami’s 
vice president for IT and chief information offi-
cer.  And they will also help develop strategies for 
using AI to better secure networks. 

The plan is to mount large IT panels on the walls 
with real-time information about the campus 
network, aiming to give the room the look of 

something out of a Hollywood spy movie. “You 
want it to be a cool experience for students,” says 
Seidl. Four student workers will staff the facility 
by the fall, with the hope of expanding to six, if 
donors can be found to fund new positions. 

Auburn University, Louisiana State University, 
Oregon State University, the University of Cin-
cinnati, and the University of Nevada at Las Vegas 
are among other colleges that have set up similar 
student-run SOCs to monitor campus networks. 

And AI chatbots are also making it easier and 
faster for colleges to give answers to students and 
professors who need to do things like reset their 
passwords or ask about a suspicious email.

That’s true at Arizona State, which serves one of 
the largest populations of learners in the country 
with more than 150,000 students, about half in 
person and half online. 

“We have a bot now that can answer a lot of 
those questions for our helpdesk,” says Godsey, 
the chief information security officer, who adds 
the tool just went live this spring and is essen-
tially a chatbot trained on internal documenta-
tion and even curated logs from help sessions by 
humans and users on the university’s internal 
messaging channels. (Any identifying informa-
tion is removed to protect user privacy). Though 
the university had a similar chatbot in the past, 
the new one is custom-built. “And we’ve already 
noticed a reduction in the sort of feedback” that 
human employees need to weigh in on," he adds. 
“In some instances it might just be shaving a 
minute or two off every engagement, but because 
of the volume, you start seeing significant sav-
ings and efficiencies over time.”

https://www.nist.gov/document/workforcedemandonepager
https://www.nist.gov/document/workforcedemandonepager
https://campustechnology.com/podcasts/2025/03/student-led-cybersecurity-bridging-talent-gaps-with-ai-at-auburn-university.aspx
https://campustechnology.com/articles/2025/05/19/louisiana-state-university-doubles-down-on-larger-student-run-soc.aspx
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SECTION 3

New Privacy 
and Intellectual 
Property 
Concerns
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A s more professors experiment with 
AI in teaching and research (18 
percent of college instructors called 
themselves frequent users in one 
survey last year), college tech offi-

cials are making a nuanced pitch: Please try tools 
like ChatGPT, but for the sake of federal law, do it 
carefully. 

A key risk is keeping sensitive information pri-
vate when using AI chatbots. Student information 
that professors routinely handle, such as student 
grades and even class rosters, is protected by the 
Family Educational Rights and Privacy Act, or 
FERPA, so colleges can’t disclose that without 
student consent. Meanwhile, the business model 
of the free versions of many AI chatbots is to in-

gest any information that users type into the sys-
tem and use it to further improve their models. 
And it’s possible that if information typed in by 
a professor gets into a model, it could be revealed 
to other users. So a careless professor could easily 
run afoul of federal law.

At the University of Pittsburgh, the website for 
the University Center for Teaching and Learning 
puts it this way: “If the information is not already 
public, it should not be put into a free gen-AI 
platform.”

Many colleges also support faculty members 
working with patient-related data covered under 
the Health Insurance Portability and Account-
ability Act, or HIPAA, which mandates that the 
records be kept private.

ISTOCK

https://tytonpartners.com/time-for-class-2024/
https://teaching.pitt.edu/resources/ai-and-data-privacy-and-security/
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“I don’t think people think a lot about protecting 
their own data,” says DaSilva, of Virginia Tech. 

Some colleges are signing contracts with tech com-
panies including OpenAI, Google, and Microsoft 
so they can provide these AI chatbots to students, 
faculty members, and staff where the companies 
promise to keep all user information private. 

One of the first colleges in the United States to 
jump in was the University of Michigan, which 
since 2023 has operated UM-GPT and other cus-
tomized AI tools on a website available to its users. 

The university’s chief information officer, Ravi 
Pendse, says that ever since he first tried ChatGPT, 
he felt that “generative AI was going to be the 
most impactful tech of our generation,” and he 
expects AI to rival the internet at how it could 
change many facets of daily life. “But,” he says, “we 
have to use it responsibly, ethically, and legally.”

So the university has made a big investment, ded-
icating “two or three staff members” to build tools 
for use on campus, and paying for licenses with 
several different AI companies, Pendse says. 

One tool the university developed, called U-M 
Maizey, is designed for researchers on campus to 
have a user-friendly way to bring generative AI 
into teaching and research. 

On the research side, Pendse hopes that AI will 
help advance innovation in science, pointing to 
a project at the University of Toronto where AI 

helped scholars find a nanomaterial that is stron-
ger than steel, by combining substances that hu-
mans hadn’t thought to put together. And if pro-
fessors use U-M Maizey, Pendse says, they know 
their intellectual property will be protected. The 
tool offers what is called a “temperature” setting 
that allows researchers to adjust the “output- 
randomness” of the AI model, according to the 
U-M Maizey website. A high-temperature setting 
leads to more out-of-the-box results, though in 
some cases those might be too outlandish or un-
workable for actual research. A low-temperature 
setting results in more conservative answers that 
have a “high probability of being accurate.”

For teaching, the university has integrated the 
Maizey tool into its course-management system, 
so that professors can access it easily. Maizey 
allows instructors to upload their teaching 
materials into the AI tool and ask it to generate 
quizzes for students or let them ask questions of 
the material using a chatbot interface. Copyright 
issues have emerged as professors have started to 
use the tool, however. When a professor wanted 
to upload a 750-page book into the system to let 
students ask questions to test their understand-
ing, Pendse pointed out that the use could run 
afoul of the publisher’s rules. 

A couple of other universities have set up sim-
ilar AI hubs for campus users, including ASU, 
and other colleges are signing contracts with AI 
providers to offer campuswide access in ways 
that protect privacy and intellectual property. A 
survey of college tech officials last year found that 
20 percent of colleges have collaborated with AI 
companies, with another 32 percent considering 
such arrangements.

Pendse says that Michigan plans to make its AI 
tools available open source so that other colleges 
can easily offer similar services. Michigan also 
hopes to offer a service to colleges to help them 
install the AI tools, and to make the fee low for 
colleges but higher for corporate users.

“�I don’t think people think a 
lot about protecting their 
own data.”

https://genai.umich.edu/
https://its.umich.edu/computing/ai/maizey-in-depth
https://its.umich.edu/computing/ai/maizey-in-depth
https://betakit.com/using-ai-university-of-toronto-team-claims-development-of-strongest-nanomaterial-yet/#:~:text=University%20of%20Toronto%20researchers%20have,of%20its%20kind%20to%20date.
https://betakit.com/using-ai-university-of-toronto-team-claims-development-of-strongest-nanomaterial-yet/#:~:text=University%20of%20Toronto%20researchers%20have,of%20its%20kind%20to%20date.
https://www.insidehighered.com/reports/2024/10/14/2024-survey-campus-chief-technologyinformation-officers
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Some college officials worry, though, that AI 
will open a new digital divide on campuses, with 
some being able to afford the tools and others get-
ting left behind. “How are we going to make sure 
everybody has access to the tools?” asks Galvan, 
of Educause.

Most campuses haven’t even set up rules of the 
road for using AI, much less offer their own AI 
services. Only about 39 percent of campuses have 
an acceptable-use policy for AI, according to 
Educause’s AI Landscape study, which is subtitled, 
“Into the Digital AI Divide.”

The secret to success will be for colleges to 
work together to bring in AI, argues Michael 
Zastrocky, executive director of the Leadership 
Board for CIO's in higher education, a nonprofit 
group supporting campus technology.

“The more we share and help each other, the 
better, and that’s something unique to higher ed,” 
says Zastrocky, noting that colleges have a culture 
of sharing detailed information about best prac-
tices in technology, rather than treating innova-
tions as business secrets. 

One of the latest examples of that spirit is being 
led by the University of California at San Diego. 

Rather than pay licenses to OpenAI or another 
model on the cloud, the university installed the 
open-source Llama AI model released by Meta 
and runs it on a data center on campus, giving 

officials full control of the data. And the price to 
offer the service to campus users, on a website 
it calls TritonGPT, is roughly a tenth of the cost 
of working with OpenAI or Google, says Vince 
Kellen, UC San Diego’s chief information officer. 

And the university has partnered with other 
campuses to share the system. That includes 
working with San Diego State University and 
community colleges in California through a col-
laboration called the Equitable AI Alliance. 

“The mission is to democratize access,” says Kellen.

Some college officials worry, 
though, that AI will open a new 
digital divide on campuses.

https://library.educause.edu/resources/2025/2/2025-educause-ai-landscape-study
https://blink.ucsd.edu/technology/ai/tritongpt/index.html
https://aaai.sdsu.edu/equitable-ai-alliance
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S o will AI ultimately make 
college networks more vul-
nerable, or more secure?

Vigna, of UC Santa Barbara, argues that AI will 
turn out to be a win for campus cybersecurity, 
since bringing greater scale to defensive systems 
will make networks so solid that they will be 
able to withstand the greater barrage of attacks 
enabled by AI.

“Think about soccer,” he says. It’s already ex-
tremely difficult to get a ball past a goalie, and AI 
essentially allows multiple goalies at once, as bots 
can help detect attacks and automatically patch 
software holes. In his view, “that really helps 
defense more than the attackers.”

But putting in these AI goalies comes at a cost.

“We aren’t spending less money each year on 
cybersecurity and cyber threats, we spend more 
each year,“ says Zastrocky, of the Leadership 
Board. These days that is hard for colleges of any 
size, but especially smaller ones who have strug-
gled to afford the latest tools.

He argues that AI is just the latest technology that 
campus officials have to adjust to, as they have for 
previous innovations. “We have to get smarter 
than the bad guys,” he says. “We're getting closer 
to having a better understanding about how to 
thwart attacks that are caused by AI, but we have 
to work hard to prevent catastrophic events that 
can take place with AI.” 

Kellen, at UC San Diego, believes that AI will be a 
net positive because he sees more and more main-
stream networking and computing tools — even 
routers, laptops, and cellphones — beginning to 

add AI features to prevent attacks. “AI at the edge 
is here, the products are shipping,” he says, “and 
that AI is going to be able to detect threats and 
better prevent it from attacking you and spread-
ing.” He predicts that such tools will be common 
within a year or so, and that any added costs will 
likely be “worth the ROI” in terms of protecting 
networks. “If I have 1,000 routers and network 
switches, I’m going to have 1,000 little language 
models all looking for attacks.”

“If you raise the barrier to entry for cyberattack-
ers, the cyberattackers become fewer — they 
become well-funded, but they become fewer, and 
then their targets become very select,” Kellen adds.

No one The Chronicle interviewed for this report 
appeared worried that putting intelligent agents 
in every device and network switch would lead 
bots to attempt to take over the world, as Skynet 
did in the Terminator movies.

“The large language models that power today’s AI 
are remarkably limited,” says Kellen. “Generative 
AI is not proficient in all the things that make us 
human. It has no self-awareness. It has no agency. 
It has no self-determination. It has no sorrow or 
loss. It has no motivation.”

Plus, adds Vigna, of UC Santa Barbara, these AI 
models are being used in “very constrained and 
very well-defined ways.” As he puts it: “It’s not like 

“�We have to get smarter than 
the bad guys.”

CONCLUSION
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it’s able to directly break into your bank account.”

One longtime expert in cybersecurity, Alex Sta-
mos, recently discussed this question on an episode 
of the podcast Search Engine. He’s the chief infor-
mation security officer at SentinelOne and a lectur-
er in computer science at Stanford University. 

“Something I tell my Stanford students is that se-
curity is an incredible field to get into, because it’s 
the only part of computer science that gets worse 

every year,” he says, meaning it’s full of new chal-
lenges. “Every part of CS just magically gets bet-
ter — like graphics, and compute [the hardware 
and software it takes to make fast calculations], 
and storage. But systems get more complex, less 
understandable, and more important every day, 
and as a result systems get less safe. And there's 
more desire for people to break them and more 
need to make them safe. And I think AI has just 
massively multiplied that.”

CONCLUSION

https://podcasts.apple.com/us/podcast/the-dave-and-busters-anomaly/id1614253637?i=1000706980424
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